Quadratic Regression

1. Amery recorded the distance and height of a basketball when Distance Height (feet),

‘ shooting a free throw. __(feet), x f(;()
a) Find the quadratic equation for the relationship of the horizontal g e

distance and the height of the ball. Roun F 51
" hundredths. a :
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b) Using the function what is the approximate maxi height of
the ball? @ .

How do we know what is a good fit for our data?
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e The correlation coefficient, denoted by r varies from -1 to 1. It corresponds to the type of

correlation for linear functions. _
Strongly correlated data points have a value of r closer to 1 or-1.

[ ]
. e Weakly correlated data will have values closerto .5

Strong Negative Correlation Weok Negative Correlation Waeak Positive Correlation Strong Positive Correlation
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ris close to -1 r is close to -.5 ris close to .5 ris close to 1
. For any set of data, different lines of fit can be created. Some of these lines will {it the data better than others. One way
Residuals to determine how well the line fits the data is by using residuals. A residual is the signed vertical distance betweena

data point and a line of fit.
After calculating residuals, a residual plot can be drawn. A residual plot is a graph of points whose x-coordinates are
the variables of the independent variable and whose y-coordinates are the corresponding residuals.

Looking at the distribution of residuals can help you determine how well a line of fit describes the data.
The plots below illustrate how the residuals may be distributed for three different data sets and lines of fit.
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Plot the residuals.

Use residuals to calculate the quality of fit for the line j= 0.25x + 29, where y is median
age and x is years since 1970.

0.8 1

]
/ 'g 04
; A < Oo 2 : 0
10 | 33 2\.5 | -0.2 | e —04
20 § 340 Y \ O ) = 08 o
30§ 365 36.° O J NG AN SN A N SO
w0 )| 382 29 10 30 5
N x-values

Evaluate the quality of fit to the data for the line y = 0.25x -+ 29.
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R# is called the coefficient of determination. It is the statistical measure of how close the data is to the
fitted regression line.

R? is always between 0'and 100% (or 0 and 1.0).

0% means that the model explains none of the variability of the response data around its mean. .
100% means the model explains all of the variability of the response data around its mean.

In other words, the higher the value of r-squared the better the model fits your'data: Use it to determine if
your line of best fit fits the data well.

CAREFUL THOUGH! You must always check the residuals first. R? can be high even when a linear
model is less appropriate than a non-linear model. '

Example: * : , . .
This table shows the number of car accidents (in 1000's) based on driver age in
2009:

Age(years) 16 | 20 | 24 [ 28 | 32 | 36 | 40 | 44 | 48 | 52 | 56
#accidents | 2020 | 2189 | 1978|1685 | 1335 964 | 598 | 412 | 301 198 225

Perform a linear regression on your calculator and plot the residuals. Is a linear model a good fit?
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Find the quadratic regression. Use it to predict how many accidents you would expect from a 75 year old. |
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Identify each table as linear, quadratic, or éxponentiél.
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48 | 192 | 768 | 3072 25 120

4. Which is the quadratic equation that best fits th '
scatterplot? Explain why.

a) f(x) =
b) f{x) =
) fx)=
d) g =

(x-3)2-4
(x+3)2+4
(x-4)2-3

(x+4)2+3
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Residuals

1. Linear regression equation: y = 0.5x

5. Which is the quadratic eqﬁation that best fits the
scatterplot? Explain why.

a) f(x) =x2-8x +22
b) f(x) = -x? - 8x - 10
c) f(x)=-x2+8x-32

d) f{(x) =-x2+8x~-10
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Does the residual plot sugg_eét alinear relationship? Explain,

2. Linear regression equation: y = -0.4x + 16.3 i I
4
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Does the residual plot suggest a linear relationship? Explain,




